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Abstract This paper considers a multi-agent scheduling problem, in which each agent has a set of non-preemptive jobs, and jobs of all agents are to be processed on $m$ identical parallel machines. The objective is to find a schedule to minimize the makespan of each agent. For an agent, the definition of $\alpha$ point is introduced, based on which an approximation algorithm is proposed for the problem. In the obtained schedule, the agent with the $i$th smallest $\alpha$ point value is the $i$th completed agent, and the agent’s completion time is at most $i + \left(\frac{1}{3} - \frac{1}{3m}\right)$ times its minimum makespan. Finally, we show the performance analysis is tight.
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1 Introduction

This paper studies the multi-agent scheduling problem. There are $g$ agents, and each agent has a set of jobs, which are to be scheduled on $m$ identical parallel machines. Each agent wants to minimize its own makespan. Note it is impossible to find a schedule in which the makespan of each agent equals its minimum makespan, i.e., the optimal makespan for the problem with only this agent’s jobs. Therefore, this paper aims to find a schedule to make each agent’s makespan close to its minimum makespan as much as possible. Following the notation introduced by Agnetis et al. (2014), we denote by $Pm|CO|C_{\max}^1, C_{\max}^2, \ldots, C_{\max}^g$ the problem considered in this paper, where $CO$ denotes the situation where each agent completes to finish its jobs as early as possible, and $C_{\max}^i (i = 1, 2, \ldots, g)$ is the makespan of agent $i$.

We employ the following definition introduced by Saule and Trystram (2009) to measure how each agent’s makespan is close to its minimum makespan, which is also used to measure the performance of an approximation algorithm for the problem studied in this paper.

Definition 1 In the schedule $\sigma^H$ generated by an algorithm $H$, suppose the makespan of the $i$th completed agent (i.e., the agent with the $i$th smallest makespan) satisfies

$$C^H_i \leq \alpha_i \cdot C^*_i, \quad i = 1, 2, \ldots, g,$$

where $C^H_i$ denotes the makespan of the $i$th completed agent in the schedule $\sigma^H$, $C^*_i$ denotes the agent’s minimum makespan and $\alpha_i$ is a constant. Then, we define $H$ as a $(\alpha_1, \alpha_2, \ldots, \alpha_g)$-approximation algorithm and $(\alpha_1, \alpha_2, \ldots, \alpha_g)$ is the performance ratio vector of the algorithm $H$.

There is a large amount of research on multi-agent scheduling in the last decade. For the two-agent scheduling problem on a single machine, Agnetis et al. (2004) considered various models with some regular objective functions. Based on the Lagrangian method, Agnetis et al. (2009) presented branch-and-bound algorithms for three problems. Leung et al. (2010) studied the complexity of the preemptive problem with release dates. Li and Yuan (2012) and Fan et al. (2013) considered the batch scheduling problems.

Besides, some researchers considered the multi-agent scheduling problems on a single machine. Cheng et al. (2006) studied the problem with the objective to minimize the total
weighted number of tardy jobs for each agent. Agnetis et al. (2007) provided complexity results for several multi-agent models. Besides, Cheng et al. (2008) analyzed the complexity of some special cases where each agent has max-form criterion.

The results on the approximation algorithms for multi-agent scheduling are limited. Saule and Trystram (2009) first studied approximation algorithms for multi-agent scheduling problems. For the problem \( Pm|C|C_{\text{max}} \), \( \rho \), the authors proved there is no approximation algorithm with performance ratio vector better than \((1, 2, \ldots, g)\) even in the special case where \( m = 1 \) and \( P = NP \). Furthermore, given an algorithm for the single-agent problem \( P|C_{\text{max}} \), assuming the performance ratio of the algorithm is \( \rho \), the authors proposed a \((\rho, 2\rho, \ldots, g\rho)\)-approximation algorithm for the multi-agent problem \( Pm|C|C_{\text{max}} \). Recently, regarding the two-machine problem \( P2|C|C_{\text{max}} \), Agnetis et al. (2007) provided complexity results for several multi-agent problems. For the problem \( Pm \), Zhao et al. (2016) introduced a new approximation algorithm for the problem under study in this paper. Concluding remarks follow in Sect. 6.

2 Problem formulation and notation

There are \( g \) agents \( \mathcal{G} = \{1, 2, \ldots, g\} \). Each agent \( i \) has a set of jobs \( J_i = \{J_{i1}, J_{i2}, \ldots, J_{in_i}\} \), which are to be processed non-preemptively on \( m \) identical parallel machines. Denote by \( p_j^i(i = 1, 2, \ldots, g, j = 1, 2, \ldots, n_i) \) the processing time of job \( J_{ij} \). The objective is to minimize the makespan of each agent, in which the makespan of an agent is the time when all its jobs have just been completed on the \( m \) machines. Denote by \( I_0 \) the instance of problem \( Pm|C|C_{\text{max}} \). Given an instance \( I_0 \), for each agent \( i \) define \( I_0^i \) as the instance of the single-agent problem \( Pm|C_{\text{max}} \) with only the agent's jobs.

Given a schedule \( \sigma \) for a multi-agent (or single-agent) scheduling problem on \( m \) machines, we define the following notations.

\(- \ C_i^l(\sigma)(i = 1, 2, \ldots, g): \) The makespan of agent \( i \) in the schedule \( \sigma \).
\(- \ M_k(\sigma)(k = 1, 2, \ldots, m): \) The machine with the \( k \)th largest processing load in schedule \( \sigma \). If more than one machine have the same \( k \)th largest processing load, then choose a machine with the least number of jobs.
\(- \ CM_k(\sigma): \) The processing load on machine \( M_k(\sigma) \) in schedule \( \sigma \).
\(- \ \Delta_{k,l}(\sigma): \) The difference of the processing loads on the two machines \( M_k(\sigma) \) and \( M_l(\sigma) \) in schedule \( \sigma \), i.e.,
\[- \ \Delta(\sigma) \]: The maximum difference of the processing loads on any two machines in schedule \( \sigma \), i.e.,
\[- \ C_{\text{max}}^\alpha(I): \) The minimum makespan of instance \( I \).
\(- \ \sigma^{LPT}(I): \) The schedule generated by LPT rule on instance \( I \), i.e., the LPT schedule of instance \( I \).
\(- \ J_k^{LPT}(I): \) The set of jobs processed on the machine \( M_k(\sigma^{LPT}(I)) \) in schedule \( \sigma^{LPT}(I) \) (possibly empty).
Based on the notations defined above, we introduce the following two lemmas regarding the LPT schedule of the single-agent problem $Pm||C_{\text{max}}$.

**Lemma 1** (Pinedo 2011) For the single-agent problem $Pm||C_{\text{max}}$, if an optimal schedule is a schedule with at most two jobs on each machine, then the LPT schedule is optimal.

**Lemma 2** For an instance $I$ of the single-agent problem $Pm||C_{\text{max}}$, assuming there are at least two jobs on the machine $M_i (\sigma_{LPT}^I (I))$ in the LPT schedule $\sigma_{LPT}^I (I)$, we have

- (i) if $C_{\text{max}}^I (I) < 3 P_{\text{last}}^I (I)$, then $C_{\text{max}}^I (I') \leq C_{\text{max}}^I (I)$;
- (ii) if $C_{\text{max}}^I (I) \geq 3 P_{\text{last}}^I (I)$, then $C_{\text{max}}^I (I') \leq 3 P_{\text{last}}^I (I)$.

**Proof** Based on instance $I$, we construct a new instance $I'$ of the problem $Pm||C_{\text{max}}$ by deleting all jobs with processing times less than $P_{\text{last}}^I (I)$ from $I$. Then

$$C_{\text{max}}^I (I') \leq C_{\text{max}}^I (I).$$

According to the LPT rule, the new LPT schedule $\sigma_{LPT}^I (I')$ could be obtained by removing jobs with processing times less than $P_{\text{last}}^I (I)$ from the schedule $\sigma_{LPT}^I (I)$. Hence,

$$P_{\text{last}}^I (I') = P_{\text{last}}^I (I),$$

$$C_{\text{max}}^I (I') = C_{\text{max}}^I (I),$$

and $P_{\text{last}}^I (I')$ is the smallest processing time in the new instance $I'$.

We first prove the conclusion (i). Note $C_{\text{max}}^I (I) < 3 P_{\text{last}}^I (I)$, then $C_{\text{max}}^I (I') < 3 P_{\text{last}}^I (I')$ immediately holds, which implies $C_{\text{max}}^I (I') \leq C_{\text{max}}^I (I)$, i.e., in the optimal schedule of instance $I'$, each machine processes at most two jobs. Hence, by Lemma 1, LPT schedule is the optimal schedule for $I'$, i.e.,

$$C_{\text{max}}^I (I') = C_{\text{max}}^I (I').$$

Based on (2) and (4), we have $C_{\text{max}}^I (I) = C_{\text{max}}^I (I') = C_{\text{max}}^I (I') \leq C_{\text{max}}^I (I)$. Hence,

$$C_{\text{max}}^I (I') = C_{\text{max}}^I (I'),$$

which completes the proof of (i).

Next, we prove the conclusion (ii). By contradiction, assuming $C_{\text{max}}^I (I) < 3 P_{\text{last}}^I (I)$, from (2) and (3), we have

$$C_{\text{max}}^I (I') < 3 P_{\text{last}}^I (I').$$

Known from the proof of (i), we also have

$$C_{\text{max}}^I (I') = C_{\text{max}}^I (I'),$$

which implies $C_{\text{max}}^I (I') < 3 P_{\text{last}}^I (I')$. By (3) and (4), we obtain

$$C_{\text{max}}^I (I) < 3 P_{\text{last}}^I (I'),$$

which is a contradiction to the condition in (ii). Therefore, the conclusion (ii) is proved. \hfill \Box

Based on Lemma 2, given an instance $I_0$ of the multi-agent problem $Pm|CO|C_{\text{max}}^1, C_{\text{max}}^2, \ldots, C_{\text{max}}^g$, all agents can be classified into two sets, denoted by $\mathcal{A}$ and $\overline{\mathcal{A}}$, in the following way.

**Definition 2** In instance $I_0$, for each single-agent instance $I_i^0 (i \in \mathcal{G})$, consider the LPT schedule $\sigma_{LPT}^I (I_i^0)$.

- If machine $M_i (\sigma_{LPT}^I (I_i^0))$ processes only one job, then $i \in \mathcal{A}$;
- If machine $M_i (\sigma_{LPT}^I (I_i^0))$ processes at least two jobs, and $C_{\text{max}}^I (I_i^0) < 3 P_{\text{last}}^I (I_i^0)$, then $i \in \mathcal{A}$;
- If machine $M_i (\sigma_{LPT}^I (I_i^0))$ processes at least two jobs, and $C_{\text{max}}^I (I_i^0) \geq 3 P_{\text{last}}^I (I_i^0)$, then $i \in \overline{\mathcal{A}}$.

By the definition of the agent sets $\mathcal{A}$ and $\overline{\mathcal{A}}$, we have $\mathcal{G} = \mathcal{A} \cup \overline{\mathcal{A}}$, and

$$C_{\text{max}}^I (I_i^0) \begin{cases} C_{\text{max}}^I (I_i^0), & i \in \mathcal{A}, \\ \geq 3 P_{\text{last}}^I (I_i^0), & i \in \overline{\mathcal{A}}. \end{cases}$$

### 3 Adjoint instance $I$

For each instance $I_0$, we construct a new instance $I$ (called the adjoint instance) of the multi-agent problem $Pm|CO|C_{\text{max}}^1, C_{\text{max}}^2, \ldots, C_{\text{max}}^g$, and define $I^i (i = 1, 2, \ldots, g)$ as the instance of the single-agent problem $Pm||C_{\text{max}}$ with only jobs of agent $i$ in the adjoint instance $I$.

The data of $I$ are the same as that in $I_0$ except the following modification regarding agents in $\mathcal{A}$. In the instance $I$, for each
Fig. 1 LPT schedules of $I_0^1$ and $I_0^2$ in instance $I_0$

Fig. 2 LPT schedules of $I_0^3$ and $I_0^4$ in instance $I_0$

Fig. 3 LPT schedules of $I^1$ and $I^2$ in the adjoint instance $I$

Fig. 4 LPT schedules of $I^3$ and $I^4$ in the adjoint instance $I$

agent $i (i \in \mathcal{A})$, some new sufficiently tiny jobs are added to agent $i$ such that $C_{\text{max}}^{LPT} (I^i) = C_{\text{max}}^{LPT} (I_0^i)$, and each machine has the same processing load in its new LPT schedule. The word tiny means the processing time of each added job is very small. We assume each tiny job has the same processing time. See Figs. 1 and 3 in the following example.

Example 1 There are four agents in the original instance $I_0$. Agent 1 has two jobs, agent 2 has six jobs, agent 3 has eleven jobs, and agent 4 also has eleven jobs. The LPT schedules of the four single-agent instances $I_0^1$, $I_0^2$, $I_0^3$ and $I_0^4$ are given in Figs. 1 and 2.

According to the definition of agent sets $\mathcal{A}$ and $\mathcal{A}$, agents 1 and 2 belong to set $\mathcal{A}$, and agents 3 and 4 belong to set $\mathcal{A}$. Hence, based on the definition of the adjoint instance $I$, we could give the corresponding LPT schedules of the four single-agent instances $I^1$, $I^2$, $I^3$ and $I^4$, which are presented in Figs. 3 and 4.

Remark For each agent $i (i \in \mathcal{A})$, in its LPT schedule $\sigma_{LPT} (I^i)$, the processing loads on all machines are the same, and the machine with no tiny job processes the least number of jobs. Known from the definition of $M_k (\sigma)$, that machine is the machine $M_1 (\sigma_{LPT} (I^i))$. The corresponding job set is denoted as $\mathcal{J}_{LPT}^{I^i}$, which includes no tiny job. Please see Fig. 3.

With the explanation in Example 1, for the adjoint instance $I$, we have the following conclusions regarding agents in $\mathcal{A}$ and $\mathcal{A}$.

\begin{align}
C^*_{\text{max}} (I^i) &= C_{\text{max}}^{LPT} (I^i) = \frac{1}{m} \sum_{j=1}^{n_i} p_j, i \in \mathcal{A}, \\
P_{\text{last}}^{LPT} (I^i) &= P_{\text{last}}^{LPT} (I_0^i), i \in \mathcal{A},
\end{align}

where $n_i$ denotes the number of jobs of agent $i$ in the adjoint instance $I$. On the other side, for agent $i (i \in \overline{\mathcal{A}})$, all its data are the same as that in instance $I_0$. Hence, we have

\begin{align}
C^*_{\text{max}} (I^i) &\geq 3 P_{\text{last}}^{LPT} (I^i), i \in \overline{\mathcal{A}} \\
P_{\text{last}}^{LPT} (I^i) &= P_{\text{last}}^{LPT} (I_0^i), i \in \overline{\mathcal{A}}.
\end{align}

Next, we introduce the definition of $\alpha$ point for an agent, based on which an algorithm is proposed for the adjoint instance $I$. 

\[ Springer \]
In this section, an algorithm is proposed for the adjoint instance $I'$ of the original instance $I$. For each agent $i$ in the adjoint instance $I$, we define its $\alpha$ point as

\[
\alpha_i = \begin{cases} 
\frac{1}{m} \sum_{j=1}^{n_i} p_j^i, & i \in A \\
\max \left\{ \frac{1}{m} \sum_{j=1}^{n_i} p_j^i, 3 p_{last}^{LPT}(I') \right\}, & i \in \overline{A}.
\end{cases}
\]

Clearly,

\[
\alpha_i \geq \frac{1}{m} \sum_{j=1}^{n_i} p_j^i, i \in A \cup \overline{A} \tag{9}
\]

\[
\alpha_i \geq 3 p_{last}^{LPT}(I'), i \in \overline{A}. \tag{10}
\]

Furthermore, by (5) and (7), $\alpha_i$ is a lower bound on the minimum makespan of instance $I'$, i.e.,

\[
C_{\text{max}}^*(I') \geq \alpha_i, i \in A \cup \overline{A}. \tag{11}
\]

For ease of argument, assume all agents are numbered according to the non-decreasing $\alpha$ point values in this paper, i.e.,

\[
\alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_g. \tag{12}
\]

In Example 1, $\alpha_1 = 6, \alpha_2 = 11, \alpha_3 = 12$ and $\alpha_4 = 15$, which satisfy $\alpha_1 \leq \alpha_2 \leq \alpha_3 \leq \alpha_4$.

### 4 Schedule for adjoint instance $I'$

In this section, an algorithm is proposed for the adjoint instance $I'$, in which agents are assigned to the $m$ machines in the non-decreasing order of $\alpha$ point values, i.e., the increasing order of agents’ indexes. Then, the performance of the algorithm is analyzed.

**Definition 3** Algorithm LLS (LPT List Scheduling): Denote by $\sigma_0(I)$ the initial schedule, which is an empty schedule. Let $M_k(\sigma_0(I)) = k, k = 1, 2, \ldots, m$. Then

1: for each agent $i = 1 : g$ do
2:  \hspace{1em} if $i \in A$ then
3:  \hspace{2em} for each $k = 1 : m$ do
4:  \hspace{3em} Arrange all jobs in set $J_k^{LPT}(I')$ to machine $k$.
5:  \hspace{2em} end for
6:  \hspace{1em} else
7:  \hspace{2em} for each $k = 1 : m$ do
8:  \hspace{3em} Arrange all jobs in set $J_k^{LPT}(I')$ to machine $M_{m-k+1}(\sigma_{i-1}(I))$.
9:  \hspace{2em} end for
10: end if

Table 1 Details of Algorithm LLS for Example 1

<table>
<thead>
<tr>
<th>Agent</th>
<th>(i ∈ A)</th>
<th>Start job set $J_k^{LPT}(I')$ on machine $k$ at time 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agent 1</td>
<td>(i ∈ A)</td>
<td>Start job set $J_k^{LPT}(I')$ on machine $k$ at time 6</td>
</tr>
<tr>
<td>Agent 2</td>
<td>(i ∈ A)</td>
<td>Start job set $J_k^{LPT}(I')$ on machine $M_3(\sigma_2(I))$ (i.e., machine 3) at time 17</td>
</tr>
<tr>
<td>Agent 3</td>
<td>(i ∈ A)</td>
<td>Start job set $J_k^{LPT}(I')$ on machine $M_2(\sigma_2(I))$ (i.e., machine 2) at time 17</td>
</tr>
<tr>
<td>Agent 4</td>
<td>(i ∈ A)</td>
<td>Start job set $J_k^{LPT}(I')$ on machine $M_1(\sigma_2(I))$ (i.e., machine 1) at time 17</td>
</tr>
</tbody>
</table>

11: On each machine, jobs of agent $i$ are processed after the jobs of agent 1, agent 2, ..., and agent $i - 1$. The obtained schedule is denoted by $\sigma_i(I)$.

12: end for

Let $\sigma(I)$ denote the final obtained schedule $\sigma_g(I)$, and the schedule generated by Algorithm LLS is referred to as the LLS schedule.

**Remark** In Algorithm LLS, the operation in the case $i \in A$ ensures that there is no tiny job on machine 1 in the obtained LLS schedule since the set $J_1^{LPT}(I')$ includes no tiny job.

We now return to Example 1. In Example 1, agents 1 and 2 belong to set $A$, and agents 3 and 4 belong to set $\overline{A}$. The details of Algorithm LLS are given in Table 1, and the LLS schedule $\sigma(I)$ is presented in Fig. 5.

**Lemma 3** During the process of Algorithm LLS, for each schedule $\sigma_i(I)$, we have

\[
\Delta (\sigma_i(I)) \leq \max_{1 \leq j \leq i} \Delta \left( \sigma_j^{LPT} (I') \right), \quad i = 1, 2, \ldots, g.
\]

**Proof** This lemma is proved by induction on $i$. When $i = 1,$

\[
\Delta (\sigma_1(I)) = \Delta (\sigma_1^{LPT} (I') )
\]

assuming the conclusion holds for schedule $\sigma_i(I) (1 \leq i < g)$, then according to Algorithm LLS, schedule $\sigma_{i+1}(I)$ satisfies

\[
\Delta (\sigma_{i+1}(I)) = \max_{1 \leq k \leq m} \left[ \left( C M_{m+1-k} (\sigma_i(I)) + P_{k}^{LPT}(I'+1) \right) \right. \\
\left. - \left( C M_{m+1-i} (\sigma_i(I)) + P_{i}^{LPT}(I'+1) \right) \right] \\
= \max_{1 \leq k \leq m} \left[ \left( C M_{m+1-k} (\sigma_i(I)) - C M_{m+1-i} (\sigma_i(I)) \right) \\
- \left( P_{k}^{LPT}(I'+1) - P_{i}^{LPT}(I'+1) \right) \right].
\]
Noting \((CM_{m+1-k}(\sigma_1(\mathcal{I}))-CM_{m+1-k}(\sigma_1(\mathcal{I}))) \cdot (P_k^{LPT}(I^1+1) - P_k^{LPT}(I^1+1)) \geq 0\), we have
\[
\Delta(\sigma_{i+1}(\mathcal{I})) \leq \max_{1 \leq k,j \leq m} \left| CM_{m+1-k}(\sigma_1(\mathcal{I})) - CM_{m+1-k}(\sigma_1(\mathcal{I})) \right|
\]
\[
= \max_{1 \leq k,j \leq m} \left| P_k^{LPT}(I^1+1) - P_k^{LPT}(I^1+1) \right|
\]
\[
= \max \left\{ \Delta(\sigma_1(\mathcal{I})), \Delta(\sigma^{LPT}(I^1+1)) \right\}
\]
\[
\leq \max_{1 \leq j \leq l} \Delta(\alpha^{LPT}(I^1)),
\]
where the last inequality holds by induction hypothesis. Hence, the conclusion holds for schedule \(\sigma_{i+1}(\mathcal{I})\). This completes the proof of the lemma.

Based on Lemma 3, we have the following lemma, which is needed to analyze the performance of Algorithm LLS for the adjoint instance \(\mathcal{I}\).

**Lemma 4** During the process of Algorithm LLS, each schedule \(\sigma_i(\mathcal{I})\) satisfies
\[
\Delta(\sigma_i(\mathcal{I})) \leq \frac{1}{3} \alpha_i, \quad i = 1, 2, \ldots, g.
\]

**Proof** It is first shown that \(\Delta(\sigma^{LPT}(I^1)) \leq \frac{1}{3} \alpha_j, \quad (j = 1, 2, \ldots, g)\). The inequality holds trivially if \(j \in \mathcal{A}\). If \(j \in \mathcal{A}\), then by inequalities \((1)\) and \((10)\), we have \(\Delta(\sigma^{LPT}(I^1)) \leq \frac{1}{3} \alpha_j\).

Hence, from Lemma 3,
\[
\Delta(\sigma_i(\mathcal{I})) \leq \max_{1 \leq j \leq l} \Delta(\sigma^{LPT}(I^1)) \leq \max_{1 \leq j \leq l} \frac{1}{3} \alpha_j = \frac{1}{3} \alpha_i,
\]
where the last equality holds because all agents are numbered in the non-decreasing order of \(\alpha\) point values. This completes the proof of the lemma.

**Lemma 5** In the schedule \(\sigma(\mathcal{I})\) generated by Algorithm LLS on the adjoint instance \(\mathcal{I}\), the makespan of agent \(i\) satisfies the following inequality
\[
C_{\text{max}}^i(\sigma(\mathcal{I})) \leq \left( i + \left( \frac{1}{3} - \frac{1}{3m} \right) \right) C_{\text{max}}^*(I_1), \quad i = 1, 2, \ldots, g.
\]

\[\text{Fig. 5 LLS schedule of the adjoint instance } \mathcal{I} \text{ in Example 1}\]

**Proof** Since the makespan of agent \(i\) is unchanged from schedule \(\sigma_i(\mathcal{I})\) to \(\sigma_g(\mathcal{I}')(\text{i.e., } \sigma(\mathcal{I}))\), we only need to prove \(\Delta(\sigma_i(\mathcal{I})) \leq (i + \left( \frac{1}{3} - \frac{1}{3m} \right)) C_{\text{max}}^*(I_1)\). Note
\[
C_{\text{max}}^i(\sigma_i(\mathcal{I})) = CM_1(\sigma_i(\mathcal{I})) = \Delta(\sigma_i(\mathcal{I})) + CM_1(\sigma_i(\mathcal{I}))
\]
\[
\leq \Delta(\sigma_i(\mathcal{I})) + \frac{1}{m} \left( \sum_{k=1}^{i} n_k' \right) - \Delta(\sigma_i(\mathcal{I}))
\]
\[
= \frac{1}{m} \sum_{k=1}^{i} n_k' \left( 1 - \frac{1}{m} \right) - \Delta(\sigma_i(\mathcal{I}))
\]
\[
\leq \left( i + \frac{1}{3} \left( 1 - \frac{1}{m} \right) \right) C_{\text{max}}^*(I_1),
\]
where the second inequality holds by \((9)\) and Lemma 4, and the final inequality holds by \((11)\). Hence, the proof is completed.

**5 Schedule for instance \(\mathcal{I}_0\)**

In this section, based on Algorithm LLS, we firstly introduce a new approximation algorithm for the original instance \(\mathcal{I}_0\) of problem \(Pm|CO|C_{\text{max}}^1, C_{\text{max}}^2, \ldots, C_{\text{max}}^g\) and then analyze the performance of the algorithm. Finally, an instance is given to show the performance analysis is tight.

**Definition 5** Algorithm GLLS (Generalized LPT List Scheduling): For the instance \(\mathcal{I}_0\) of problem \(Pm|CO|C_{\text{max}}^1, C_{\text{max}}^2, \ldots, C_{\text{max}}^g\),

**Step 1:** Construct the adjoint instance \(\mathcal{I}\) by the method introduced in Sect. 3;

**Step 2:** By Algorithm LLS, generate the LLS schedule \(\sigma(\mathcal{I})\) of instance \(\mathcal{I}\);
Step 3: In the LLS schedule $\sigma(I)$, remove all the added tiny jobs from each machine, and the remaining jobs step forward, i.e., on each machine, jobs of an agent are started as soon as the jobs of previous agents are completed.

Denote by $\sigma(I_0)$ the final obtained schedule for instance $I_0$, and the schedule generated by Algorithm GLLS is referred to as the GLLS schedule.

For Example 1, the GLLS schedule $\sigma(I_0)$ is presented in Fig. 6.

For the GLLS schedule $\sigma(I_0)$, two main conclusions are introduced in the following two lemmas.

**Lemma 6** In the schedule $\sigma(I_0)$ generated by Algorithm GLLS on instance $I_0$, agent $i$ is the $i$th completed agent, i.e., we have

$$C_{\text{max}}(\sigma(I_0)) < C_{\text{max}}(\sigma(I_0)), i = 1, 2, \ldots, g - 1.$$  

**Proof** The conclusion holds trivially if $i + 1 \notin A$ because each set $J_k^{LPT}(I_0^{i+1})$ is nonempty.

If $i + 1 \in A$, then the makespan of agent $i + 1$ in the GLLS schedule $\sigma(I_0)$ satisfies

$$C_{\text{max}}(\sigma(I_0)) = C_{\text{max}}(\sigma(I_0)),$$

where $C_{\text{max}}(\sigma(I_0))$ denotes the completion time of agent $i + 1$ on machine 1 in the schedule $\sigma(I_0)$. Since there is no tiny job on machine 1 in the schedule $\sigma(I)$ (see the Remark after Definition 4), this implies that $C_{\text{max}}(\sigma(I_0)) = C_{\text{max}}(\sigma(I))$. Hence,

$$C_{\text{max}}(\sigma(I_0)) = C_{\text{max}}(\sigma(I)). \quad (19)$$

Next, we will show $C_{\text{max}}(\sigma(I)) = C_{\text{max}}(\sigma(I))$. In the schedule $\sigma(I)$,

$$C_{\text{max}}(\sigma(I)) = C_{\text{max}}(\sigma(I)) = C_{\text{max}}(\sigma(I)) + \Delta(\sigma(I)) = C_{\text{max}}(\sigma(I)) = C_{\text{max}}(\sigma(I)) + \Delta(\sigma(I)) \leq C_{\text{max}}(\sigma(I)) + \alpha_i$$

where the first inequality holds by Lemma 4. Since $C_{\text{max}}(\sigma(I)) = C_{\text{max}}(\sigma(I))$, we have

$$C_{\text{max}}(\sigma(I)) = C_{\text{max}}(\sigma(I)) \leq C_{\text{max}}(\sigma(I)) + \Delta(\sigma(I)) \leq C_{\text{max}}(\sigma(I)) + \alpha_i.$$  

Furthermore, according to Step 3 in Algorithm GLLS,

$$C_{\text{max}}(\sigma(I)) \leq C_{\text{max}}(\sigma(I)) + \Delta(\sigma(I)) \leq C_{\text{max}}(\sigma(I)) + \alpha_i.$$  

which completes the proof of this lemma. \hfill $\square$

**Lemma 7** In the schedule $\sigma(I_0)$ generated by Algorithm GLLS on instance $I_0$, the makespan of agent $i$ satisfies the following inequality

$$C_{\text{max}}(\sigma(I_0)) \leq \left( i + \left( \frac{1}{3} - \frac{1}{3m} \right) \right) C_{\text{max}}(I^i), i = 1, 2, \ldots, g.$$  

**Proof** Known from the construction method of the adjoint instance $I$ in Sect. 3, for each agent $i$,

$$C_{\text{max}}(I^i) = C_{\text{max}}(I^i), i = 1, 2, \ldots, g.$$  

By Lemma 5, we know

$$C_{\text{max}}(\sigma(I)) \leq \left( i + \left( \frac{1}{3} - \frac{1}{3m} \right) \right) C_{\text{max}}(I^i), i = 1, 2, \ldots, g.$$  

Furthermore, according to Step 3 in Algorithm GLLS,

$$C_{\text{max}}(\sigma(I_0)) \leq C_{\text{max}}(\sigma(I)), i = 1, 2, \ldots, g.$$  

From the three inequalities above, we obtain

$$C_{\text{max}}(\sigma(I_0)) \leq \left( i + \left( \frac{1}{3} - \frac{1}{3m} \right) \right) C_{\text{max}}(I^i), i = 1, 2, \ldots, g.$$  

which completes the proof of this lemma. \hfill $\square$
With Lemmas 6 and 7, the following conclusion holds immediately.

**Theorem 8** In the schedule $\sigma (I_0)$ generated by Algorithm GLLS on instance $I_0$, agent $i$ ($1 \leq i \leq g$) is the $i$th completed agent, and its completion time is at most $i + \left(1 - \frac{1}{3 \alpha} \right)$ times its minimum makespan, i.e., the performance ratio vector of Algorithm GLLS is

$$\left(1 + \left(1 - \frac{1}{3 \alpha}\right), 2 + \left(1 - \frac{1}{3 \alpha}\right), \ldots, g + \left(1 - \frac{1}{3 \alpha}\right)\right).$$

In the rest of this section, we give an instance to show the performance ratio vector of Algorithm GLLS is tight. In instance $I_0$, agent 1 has $2m + 1$ jobs, and the processing times of jobs of agent 1 are given as follows.

- $p_{2j-1}^1 = 4m - 2i, p_{2j}^1 = 4m - 2i, i = 1, \ldots, m,$
- $p_{2m+1}^1 = 2m.$

If $m$ is an even number, the LPT schedule and the optimal schedule of instance $I_0^1$ are presented in Fig. 7.

If $m$ is an odd number, the LPT schedule and the optimal schedule of instance $I_0^1$ are presented in Fig. 8.

Therefore, either $m$ is an even number or not, regarding agent 1, we could always construct instance $I_0^1$ such that agent 1 belongs to $A$, and

$$C^*_{\text{max}} (I_0^1) = 6m, C^{LPT}_{\text{max}} (I_0^1) = 8m - 2, \alpha_1 = 6m.$$

For each agent $i$ ($i = 2, 3, \ldots, g$), let $p_j^i = 6m + \varepsilon (j = 1, 2, \ldots, m).$ Hence, these agents belong to $A$, and

$$C^{LPT}_{\text{max}} (I_0^1) = C^*_{\text{max}} (I_0^1) = \alpha_i = 6m + \varepsilon.$$

In the constructed instance $I_0^g$, we have $\alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_g$, and in the GLLS schedule on the instance $I_0^g$, agent $i$ ($i = 1, 2, \ldots, g$) is the $i$th completed agent. Moreover, the makespan of agent $i$ satisfies

$$C^*_\text{max} (\sigma (I_0^g)) = i \cdot 6m + 2m - 2 + (i - 1) \varepsilon, \ i = 1, 2, \ldots, g.$$

Therefore,

$$\frac{C^1_{\text{max}} (\sigma (I_0^g))}{C^*_{\text{max}} (I_0^g)} = 1 + \left(1 - \frac{1}{3 \alpha}\right) \quad (22)$$

$$\lim_{\varepsilon \to 0} \frac{C^i_{\text{max}} (\sigma (I_0^g))}{C^*_{\text{max}} (I_0^g)} = \lim_{\varepsilon \to 0} \frac{i \cdot 6m + 2m - 2 + (i - 1) \varepsilon}{6m + \varepsilon} = i + \left(1 - \frac{1}{3 \alpha}\right), \ i = 2, 3, \ldots, g \quad (23)$$

which implies the performance ratio vector is tight.

**6 Concluding remarks**

This paper considers the multi-agent scheduling problem on $m$ identical parallel machines. Each agent has a set of non-preemptive jobs and each agent competes to minimize its own makespan. In order to solve the problem, a lower bound on the minimum makespan of each agent (i.e., the $\alpha$ point value) is introduced. Then, we propose an algorithm in which jobs of all agents are arranged to be processed on machines according to the non-decreasing order of the $\alpha$ point values. In the obtained schedule, we prove the agent with the $i$th smallest $\alpha$ point value is the $i$th completed agent, and its completion time is at most $i + \left(1 - \frac{1}{3 \alpha}\right)$ times its minimum makespan.
The performance ratio vector in this paper is different from that introduced by Lee et al. (2009). In the paper Lee et al. (2009), the worst-case performance ratio of each agent could be determined by the user of the algorithm when the relationship among the worst-case performance ratios of all agents are satisfied. By the algorithm proposed in our paper, the scheduler could only know the worst-case performance ratio of the agent with the \(i\)th smallest \(\alpha\) point value. In the future work, we may employ the concept of approximation in Lee et al. (2009) and try to propose a similar algorithm.

- In this paper, jobs of each agent \(k(k \in \mathcal{G})\) are divided into \(m\) job sets (i.e., \(\mathcal{J}^1_{kLPT}(I'), \mathcal{J}^2_{kLPT}(I'), \ldots, \mathcal{J}^m_{kLPT}(I')\)). The \(m\) job sets are assigned to the \(m\) machines, respectively, such that the agent is completed as early as possible, and the assignment is carried out in the non-decreasing order of the \(\alpha\) point values. In the final obtained schedule, we show the worst-case performance ratio of the \(i\)th completed agent is \(i + (\frac{1}{3} - \frac{1}{3m})\), where \(\frac{1}{3} - \frac{1}{3m}\) is the relative error of the LPT rule for the single-agent problem.

The approach is not applicable for the problem with uniform machines. For example, let us consider the problem with two machines. By the approach introduced in this paper, given each agent, the two job sets are assigned to the two machines, respectively, such that the agent is completed as early as possible. Therefore, if the two machines are identical, then the profile of the obtained schedule is at most the minimal value of the two profiles of the previous partial schedule and the LPT schedule of the single-agent instance. The profile of a schedule is the difference between the completion times of the last two completed jobs, respectively, on the two machines (Pinedo 2011). If the two machines are uniform, the profile of the obtained schedule may be the sum of the two profiles of the previous partial schedule and the LPT schedule of the single-agent instance, which implies the relative error may increase and be larger than that of the LPT rule for the single-agent problem. In some special cases, the relative error even goes to infinity.

Hence, as an extension of this paper, the multi-agent problem with uniform machines could be studied. We may try to propose a different approach in which jobs of each agent are assigned to machines one by one, instead of assigning the \(m\) job sets to the \(m\) machines, respectively.
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